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Abstract

Many ”hard” combinatorial and geometric quantities (such as the number of perfect
matchings in bipartite graphs (the permanent), number of perfect matchings in general
graphs (the hafnian) , the number of matching of the fixed size, the number of Hamiltonian
cycles, the number of exact 3-coverings, the number of common bases in the intersection of
unimodular geometric matroid and the matroid of transversals (the Mixed Discriminant),
the Mixed Volume (responsible for the number of isolated solutions of systems of poly-
nomial equations) etc.) can be expressed as the coefficient a1,...,1 = ∂n

∂x1···∂xn

p(0, 0, ..., 0) of
the monomial x1...xn in some effectively computable ”generating” homogeneous polynomial
p ∈ Hom+(n, n) of degree n with nonnegative rational coefficients. In other words the count-
ing problems are particular cases of partial (for we are after only one coefficient) multivariate
interpolations; and the corresponding decision problems(existence of perfect matchings , ex-
istence of Hamiltonian cycles etc.) are equivalent to checking if ” ∂n

∂x1···∂xn

p(0, 0, ..., 0) = 0?”.
Define the next quantity, associated with a homogeneous polynomial p ∈ Hom+(n, n):

Cap(p) =: inf
xi>0

p(x1, . . . , xn)
∏

1≤i≤n xi

.

Note that log(Cap(p)) = infy1+...+yn=0 log(p(ey1 , ..., eyn)) and the functional log(p(ey1 , ..., eyn))
is convex. (I will explain that the monotonicity of the celebrated Baum-Welsh algorithm for

HMM is due to the above convexity.)
Therefore log(Cap(p)) can be, with some extra care and luck, effectively additively approx-
imated using convex programming tools and an oracle, deterministic or random, evaluating
the polynomial p. It directly follows from the nonnegativity of the coefficients of p that

log(Cap(p)) ≥ log(
∂n

∂x1 · · · ∂xn

p(0, 0, ..., 0)).

In order to show that log(Cap(p)) is a reasonable relaxation for log( ∂n

∂x1···∂xn

p(0, 0, ..., 0)) it
is desirable to prove the (optimal) reverse bound:

∂n

∂x1 · · · ∂xn

p(0, 0, ..., 0) ≥ Const(n, p)Cap(p), Const(n, p) > 0.

Such lower bound is impossible in general, but I will describe a rather broad class of poly-
nomials(and even of entire functions) for which it is possible.

The combinatorial ([1],[2]), [4], [3] ), algorithmic ([5]) and ”structural” [6] applications
will be described. Most importantly, a fairly complete proof will be presented.
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